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2024 presidential
election winner?

Donald Trump

Overview g 1
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* Eliciting beliefs about something verifiable in the
future

e E.g., Will Trump be the 2024 presidential election
winner?

e Eliciting information without (easy) verification
* E.g., Does a plumber do high quality work?
Is a restaurant good for friend gatherings?

Google = m[%
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2024 presidential
election winner?

Donald Trump

Overview g 1

46¢ 16w President
12.7M Shares Traded WI n ner

* Eliciting beliefs about something verifiable in the
future

e E.g., Will Trump be the 2024 presidential election
winner?

* Scoring rules & prediction markets

e Eliciting information without (easy) verification
* E.g., Does a plumber do high quality work?
Is a restaurant good for friend gatherings?

e Peer prediction
Google = m[%

* k & k &




Market as a Forecasting Tool

When will the FDA approve
a COVID-19 vaccine?

Goal: Produce a forecast based on information
dispersed among agents from all sources

>
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How to Pay a Forecaster

* Possible outcomes O = {oy, ..., 0,,_1}, indexed by k

* An agent’s P
e E.g., | believe it will rain tomorrow with probability 0.5

* An agent’s belief report q
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How to Pay a Forecaster

* Possible outcomes O = {oy, ..., 0,,_1}, indexed by k

* An agent’s P
e E.g., | believe it will rain tomorrow with probability 0.5

* An agent’s belief report q

* A scoring rule pays s(q, 0y ) if the outcome is 0y,
* The payment is contingent on the outcome

* Expected payment

Foy[5(2,0)] = ) pic5(4,00)
k



Example: Linear Scoring Rule

* The weather for tomorrow is a random variable W
* The outcome space is {sun, rain}

* True belief p = Pr(W=rain)

* Reported belief g

* Linear scoring rule: Sjinear (4, 0k) = qy
* If it rains, then pay q; if it is sunny, then pay 1-q

 What is the expected payment?
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Example: Linear Scoring Rule

* The weather for tomorrow is a random variable W
* The outcome space is {sun, rain}

* True belief p = Pr(W=rain)

* Reported belief g

* Linear scoring rule: Sjinear (4, 0k) = qy
* If it rains, then pay q; if it is sunny, then pay 1-q
 What is the expected payment?
*q + (1-p)*(1-q)
e Suppose . What is the best report? g=1
* Based on p, an agent will only report g € {0, 1}



Strictly Proper Scoring Rule

* A scoring rule is strictly proper if, for every belief p,
the expected payment

Fouy[5(0,0)1 = ) pi - 5(q,01)
k

is uniquely maximized through truthful report (q=p)



Example: Logarithmic Scoring Rule

* Logarithmic scoring rule
Slog (q' Ok) = In(qg)
* Expected payment under weather forecasting
*In(q)+ (1-p)*In(1-q)
* Verify optimality
* First-order: p/g+1/(g-1)-p/(g-1) =0 = g=
* Second-order derivative is negative

* Logarithmic scoring rule is strictly proper

* Any potential problem?



Example: Quadratic Scoring Rule

* Quadratic scoring rule

Squaa (4,00 = 26— ¥ 42
k,

* Expected payment under weather forecasting

*(29-(q"2+(1-9”2)))+ (1-p)*(2(1-q)- (9"2+(1-9"2)))
* Verify quadratic scoring rule is strictly proper
* Any potential problem?



Some Comments

* Scoring rule s'remains strictly proper (for § > 0) if

s'(q,ox) = ay + B -s(q, o)

e Simplicity of scoring rules: “local” vs. not “local”
* Local: 5794(q, 0x) = In(qy)
* Not local: Sgyqa(q, 0x) = 2qx — Xy qi,



How about without Verification?

* Example: which of the two product search results
are better?

Query: horse mask

Horse Mask Kids Sea Horse Mask and Drain Snorkel Set - BLUE
e $11.16 + 5195 3m000z Free: $16.95 - 5331 3v000
In stock In stock

Product Description Product Description
FANCY DRESS Hi?h quality Kids mask and snorkel set. Mask has tempered glass
safety lenses. Kids snorkel has small mouthpiece and drain valve
Slide over snorkel clip. Age guide - as with adult snorkeling masks
the only way to be 1009 certain the mask fits is to try it on but as
guide this kids mask will fit from age 5+

Which side do you think is better?

La® side better

Adout the same

Right sice batter



How about without Verification?

 What grade {A, .., E} is appropriate for an essay?
* |s a restaurant suitable for large groups?
* Which startup is more likely to succeed?

The only inputs are reports from agents.
No verifications.

19
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Peer Prediction Mechanisms

Peer 1 (Signal Xi1) Peer 2 (Signal X2)
E.g., A for the essay E.g., B for the essay

Report r1 \ / Report r2

Mechanism

|

Payments

ti(ry, r2) t2(ry, r2)



Peer Prediction Mechanisms

Peer 1 (Signal Xi1) Peer 2 (Signal X2)
correlated
E.g., A for the essay - - E.g., B for the essay

Report r1 \ / Report r2

Mechanism

|

Payments

ti(ry, r2) t2(ry, r2)



Peer Prediction Mechanisms

Example signal distribution

XI\XQ 0 1

0 0.4 0.1
1 0.1 0.4

* Symmetric:
e P(X1=1, X2=0) = P(X1=0, X2=1)
* Agents are exchangeable (identity does not matter)

* The marginal probability P(x) of signal x does not
dependent on the agent identity, i.e., P(X1=1) = P(X2=1)



Peer Prediction Mechanisms

* Mechanism: a simultaneous-move game
 Strategy: a mapping from its signal to its report
* Payoffs: the payment rule



Peer Prediction Mechanisms

* Mechanism: a simultaneous-move game
 Strategy: a mapping from its signal to its report
* Payoffs: the payment rule

Incentivizing truthful reports



Outline

* Scoring Rules

* Peer Prediction
* Output agreement
* 1/Prior
e Scoring-rule based
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First Attempt: Output Agreement

Payment rule: Signal distribution (example):
X

T J 0 1 Xl\ 0

0 1 0 0 0.4 0.1

1 0 1 1 0.1 04

 Pay each agent S1 if reports agree, SO otherwise
* [s truthful reporting an equilibrium?

27



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
X 9
(A Z
i 10 1 Xl\ 0
0 1 0 0 0.4 0.1
i 0 1 1 0.1 0.4

Suppose Agent 2 is truthful. Given X:=0

* Agent 1’s expected payment for reporting O:
0*Pr(X2=1|X1=0) + 1*Pr(X2=0|X:1=0) = 0.8

e Agent 1’s expected payment for (mis)reporting 1:
1*Pr(X2=1|X1=0) + 0*Pr(X2=0|X1=0) = 0.2



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
X2

1 J 0 1 Xl\ .

0 1 0 0 0.4 0.1

1 0 1 1 0.1 04

Suppose Agent 2 is truthful. Given X:=0

* Agent 1’s expected payment for reporting O:
0*Pr(X2=1|X1=0) + 1*Pr(X2=0|X:1=0) = 0.8

e Agent 1’s expected payment for (mis)reporting 1: Truthful!
1*Pr(X2=1|X1=0) + 0*Pr(X2=0|X1=0) = 0.2



Strictly Proper Peer Prediction

* A peer prediction mechanism with payment rule
(t1, t2) is strictly proper if truthful reporting is a
strict correlated equilibrium:

E x,~P(xs|x1=5)[t1(d, X2)] > Ex,np(xa)x,=) [t1 (5 X2)]

for all signals j of Agent 1, all misreports j’ (with
roles of 1 and 2 switched)



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
r X9
r1 2 0 1 Xl\ O 1
0 1 0 0 0.0 0.2
1 0 1 1 0.2 0.1

How about this case? Is truthful reporting an equilibrium?

31



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
r X9
r1 2 0 1 Xl\ 0 1
0 1 0 0 0.0 0.2
1 0 1 1 0.2 0.1

Suppose Agent 2 is truthful. Given X:=1

* Agent 1’s expected payment for (mis)reporting O:
1*¥Pr(X2=0|X1=1) + 0*Pr(X2=1|X1=1) = 2/3

* Agent 1’s expected payment for reporting 1:
1*¥Pr(X2=1|X1=1) + 0*Pr(X2=0|X1=1) = 1/3



First Attempt: Output Agreement

Payment rule:

Signal distribution (example):

.
NG 0 1
0 |1 0
1 o 1

X
)(1\2 O 1
0 0.5 0.2
1 0.2 0.1

Suppose Agent 2 is truthful. Given X:=1

* Agent 1’s expected payment for (mis)reporting O:
1*Pr(X2=0|X1=1) + 0*Pr(X2=1|X1=1) = 2/3

* Agent 1’s expected payment for reporting 1:

Not truthful!

1*Pr(X2=1|X1=1) + 0*Pr(X2=0|X1=1) = 1/3



Property for OA to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “strongly-diagonalization”, i.e., diagonal
entries larger than other entries

PXo=j|Xi=j)>PXo=7j | X1=17)

Meaning if agent 1 has signal j, then it is more likely
that agent 2 has signal j than any other signal

34



Property for OA to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “strongly-diagonalization”, i.e., diagonal
entries larger than other entries

PXo=j|X1=j)>P(Xa=j | X1 =7)

X3
Xl\ 0
0 04 0.1
1 0.1 04

YES!

Xl\XQ 0 1

0 0.5 0.2

1 0.2 0.1
NO! 35



Property for OA to be Strictly Proper

Need “strongly-diagonalization”
* Proof: Suppose Agent 2 is truthful. Given Xi=j

Ex,~P(X,|x1=5)[t1(J, X2)] > Ex,~p(x,|x,=j)[t1(J’, X2)]
& Y PXo=tL|X1=j)-t(j,0) > ) P(Xo=1]| X1 =j)-t1(4',0)

Le[m] te[m]
& P(Xp=j|X1=j)-1+4 Y PXa=L]|X1=3)-0>
te[m), £
P(Xp=j"|X1=4)-1+ Y PXa={]|X1=4)-0
te[m], L5’

& PXo=j|X1=j)>PXo=3"|X1=173),

36



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
X2

T J 0 1 Xl\ 0

0 1 0 0 0.4 0.1

1 0 1 1 0.1 04

 Pay each agent S1 if reports agree, SO otherwise
* Any other potential problem?

37



First Attempt: Output Agreement

Payment rule: Signal distribution (example):
X2

1 J 0 1 Xl\ .

0 1 0 0 0.4 0.1

1 0 1 1 0.1 04

 Pay each agent S1 if reports agree, SO otherwise
* Any other potential problem?

* (0,0) and (1, 1) are NE. Uninformative with payoff
dominates truthful reporting!

38



Outline

* Scoring Rules

* Peer Prediction
* Output agreement
* 1/Prior
e Scoring-rule based

39



1/Prior Mechanism

* Use knowledge of marginal probabilities

7 NG 0 1
1

0 P(S;=0) | 0

1 0 P(S;=1)

* Provide a higher payment for agreement on signals
that are a priori less likely



1/Prior Mechanism

* Use knowledge of marginal probabilities

Xl\XQ 0 1 1 2 0 1
0 0.5 0.2 0 (1/0.7,1/0.7) (0,0)
1 0.2 0.1 1 (0,0) (1/0.3,1/0.3)
signal distribution payoff matrix

* Provide a higher payment for agreement on signals
that are a priori less likely



Property for 1/Prior to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “self predicting”, i.e., the conditional
probability of Agent 2 having signal j is maximized
by Agent 1 having signal j:

P(X;=j|X1=j)>P(Xs=j|X1=7)

42



Property for 1/Prior to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “self predicting”, i.e., the conditional
probability of Agent 2 having signal j is maximized
by Agent 1 having signal j:

P(X, = j|X1 =j) > P(X2 = j| X1 =)
2

1\X 0 1 Xl\X? 0 1

r—k©><

0.4 0.1 0 0.0 0.2
0.1 0.4 1 0.2 0.1

43



Property for 1/Prior to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “self predicting”, i.e., the conditional
probability of Agent 2 having signal j is maximized
by Agent 1 having signal j:

P(X, = j|X1 =j) > P(X2 = j| X1 =)
2

1\X 0 1 Xl\X? 0 1

r—LOX

0.4 0.1 0 0.5 0.21
0.1 04 1 0.21 0.08
YES! NO! b




Property for 1/Prior to be Strictly Proper

What condition should the signal distribution satisfy?

* Need “self predicting”, i.e., the conditional
probability of Agent 2 having signal j is maximized

by Agent 1 having signal j:
P(Xs = j|X1 = j) > P(X2 = j| X1 = j)

* HW: verify that the 1/Prior peer prediction
mechanism is strictly proper if and only if the signal
distribution is self predicting

45



Outline

* Scoring Rules

* Peer Prediction
* Output agreement
* 1/Prior
* Scoring-rule based
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Scoring-Rule Based Mechanisms

* Use knowledge of the joint distribution

* Based on report r1, compute posterior

g=P(X2| X1=r1)

* Score posterior “reported belief” g against ,

using a strictly proper scoring rule

Sco oy
ee?or\ts Toskectors Lg(m& rulen | Pag,wf\‘k

47



Scoring-Rule Based Mechanisms

Use knowledge of the joint distribution

Based on report r1, compute posterior
q=P(X2| X1=r1)

Score posterior “reported belief” q against )
using a strictly proper scoring rule

Example: using logarithmic scoring rule
S10g(q, %) = In(qy)

X .
X1\2 0 L agenkpem ro=0 re=1
‘1) 8; 8? rn=0 |In(5/7) In(2/7)
' ' r1 =1 In(2/3) In(1/3)

signal distribution payoff matrix



Property to be Strictly Proper

What condition should the signal distribution satisfy?
* Need “stochastic relevance”:
P(Xy = j|X1 = j) # P(X2 = j| X1 = )

Meaning the signal of one agent always carries some
information about the signal of the other

* This is a much weaker condition

49



Property to be Strictly Proper

What condition should the signal distribution satisfy?

 Need “stochastic relevance”:
P(Xy=j|X1=j) #P(Xo=j|X1=7)

* Proof:
Eoope | Hlt1(4,£)] > Epupe | 5)[t1(59)]

/
& Epope j)ls(a,9)] > Epupe | s, £)]
P(X2 | X1 =j) P(X2 | X1=7)
* Inequality holds as a misreport leads to a different
signal-conditioned belief (by stochastic relevance)

* Therefore, a lower expected payment than truthful
reporting j (by strict properness of scoring rule)

50



Property to be Strictly Proper

What condition should the signal distribution satisfy?

 Need “stochastic relevance”:
P(Xy=j|X1=j) #P(Xo=j|X1=7)

* Proof: Outcome: peer’s reglci‘t
Eoope | t1(5,0)] > Epupe | )[t1(554)]

7 EeNP(e | 7) 1s(q,2)] > EENP(E | j)[S(q,,E)]
P(X2 | X1 =j) P(X2 | X1=7)

Scoring-rule based mechanisms > peer “prediction”:

An agent’s expected payment is higher when its signal leads to a
more accurate belief about the signal reported by the peer!




Summary

* Scoring rules promote truthful belief elicitation
when there is a verifiable, future outcome to score
against (next lecture: prediction market!)

* Peer prediction promotes truthful elicitation of
information without (easy) verification

Peer-prediction = Knowledge required on Domain property required

mechanism the part of the design for strict-properness
OA nothing strong diagonalization
1/prior signal prior self predicting

scoring-rule based signal conditionals stochastic relevance

52



Announcements

* Two paper presentations this week, one next week
* Peer evaluation for paper presentation

* Next week for class project feedback. Sign up a slot
to discuss your (group) project

* Midterm survey summary



Midterm Survey

* Less theory more applied material and examples
* Techniques / core intuition behind proofs
* Pre-class CQs on Chapters as guidelines for reading

e Zoom office hours



Midterm Survey

More about pre-class readings:

* Familiarize yourself with the topic

* Get to know the major contributions of a research
paper

* No need to delve into proofs or experiment details

* Refresh yourself on mathematical tools used in the
Chapter / paper



